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Hagyomanyos halézatok

» Adat sik (Data plane): linksebesseg idoskalan mukddik (gyors)
» csomagok kezelése: tovabbitas, szlrés, pufferelés, jelolés, litemezés,
szamlalok
» Vezeérlo sik (Control plane): lassabb idoskala (vezérlo lizenetek
kezelése)
» elosztott algoritmusok

» tbogc|>ll5ﬁgia valtozosok kovetése, utvonalak szamitasa, tovabbitasi szabalyok
eallitasa

» : emberi idoskala
» kozpontositott
» merések 0sszegylijtése és eszkdzok konfiguracioja
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Halozat és halozati eszkoz architektira

» Régen egyszerl volt: Ethernet, IP, TCP...
» Az Uj vezerlési igények nagyon bonyolultta tették

» Izolacid = VLAN, ACL

» Traffic engineering = MPLS, ECMP, sulyok

» Csomagfeldolgozas = Tlizfalak, NAT, middleboxes
» Csomagtartalom elemzés = Deep packet inspection (DPI)

»

» Sok komplex funkcid az infrastruktura része lett
» OSPF, BGP, multicast, differentiated services, Traffic Engineering, NAT, firewalls, MPLS, ...

» ,mainframe” mentalitdas — monolitikus architketura

Utvonalvélasztas, menedzsment, mobilitds menedzsment,

m & W access control, VPN, ...

> millio sor— 5400 RFC belépési korlat
Operdcios nagysagrendd
rendszer foraskod
Spema"z,a" . 500M kapu Bonyolult Energiaigényes
csomagtovabbito > 10Gbyte RAM
hardver
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Idealis és megvalosult architektira

Operdcios
rendszer

Specializalt

csomagtovdbbito
hardver

» Miért fontos a rétegek elvalasztasa?
» Szétvalasztott szolgaltatasok komponensekkel megvaldsitva
» filiggetlen, de kompatibilis innovacio lehetséges az egyes rétegekben

» Zart architektira
» elmosddott hatarok, zart interfészek
» szoftver és hardver dsszekotve
» fliggolegesen integralt, komplex, zart, egyedi, gyarto specifikus
interfészek

2017.tavasz 4



Tavkozlési és Médiainformatikai Tanszék 4(

—

Hasonlosag a szamitogeép architekturak

Gdoe @da

WWU =

VWTUO“ZO“OH |Oyer ViI’TUCIHZCITiOﬂ or “SliCing” J

NOX

(Network OS)

e OpenFlow

(Computer)

Szamitogépek Halbzatok
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Szoftver Definialt Halozatok (SDN)

Logikailag k6zpontositott vezerlés

,okos”,
de lassu

APl az adat sik felé
Ssoo (pl. OpenFlow)

~

Lbouta”,
de gyors
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SDN kom p0nensek 2. Operacios rendszer

3. Jol definialt nyilt API BOvithetd, lehetbleg nyilt forraskodu

N

Network Operating System

L 1.Nyilt interfész a hardver felé

Simple Packet
Forwarding

Hardware Simple Packet

Forwarding
Hardware

Simple Packet
Forwarding
Hardware
Simple Packet

Forwarding
Hardware

Simple Packet
Forwarding
Hardware
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SDN virtualiz

Network
Operating
System 1

Network

Network
Operating
System 3

Network
Operating
System 2

Operating
System 4

Nyilt interfész a hardver felé
1

Virtualization or “Slicing” Layer

Izolalt “szeletek”

Nyilt interfész a hardver felé

Simple Packet
Forwarding

Hardware Simple Packet

Forwarding
Hardware

Simple Packet

Forwarding
Hardware

Simple Packet

Forwarding

Hardware Simple Packet
Forwarding
Hardware
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Hagyomanyos kapcsolo/utvalaszto

» Mukodeés szétbonthato sikokra
» Menedzsment sik / konfiguracio
» Vezerlo sik / dontések
» Adat sik / csomag tovabbitas

B LY
RN AR R R O IR

Adjacent Router Router Adjacent Router
Management/Policy plane

, uration / CLI / GUI
— ot
Control plane Control plane Control plane

oD \Y SNEBT - 1 ===y
U O — S

‘ dDIE gatabase able \
Data plane Data plane . Data plane
: » ‘ 2 Forwarding table B b J
\ J \ J \ 4
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SDN koncepcio

» A vezérlo- és adatsik elemek szétvalasztasa
» a halozati intelligencia es allapot logikailag
kdzpontositott

» a vezeérelt halozati infrastruktlra absztrakt formaban
jelenik meg az alkalmazasok szamara

V44 V' 4

» A vezeérlosik szoftver altalanos hardveren fut
» levalasztas a specialis haldzati hardverrol
» altalanos szerverek alkalmazasa
» Az adatsik programozhato
» Az adatsik fellgyelete, vezérlése és programozas egy
kdzponti helyrol
» Nem csak a haldzati eszkdzok, hanem az egész
haldzat vezerelheto

2017.tavasz 10
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Vezérlo szoftver program

A vezerlo program az altala eszlelt halozati kepen vegez
muveleteket

» Bemenet: globalis haldzati kép (graf/adatbazis)
» API-n keresztil elérhet6 informaciokkal ellatott haldzati graf

» a kapcsoloktol érkezd ,események”
» topoldgia valtozas
» forgalmi statisztikak
» €érkez0 csomagok

» Kimenet: minden egyes halozati eszk6z beallitasa

» A vezérlo mechanizmus egy program, ami pl. egy graf algoritmust valdsit
meg
» Uzenetek kiild a kapcsoloknak
» Szabalyok beallitasa, torlése
» statisztikak lekérdezése
» csomagok kildése

A vezérlo program nem elosztott rendszer
» az absztrakcio elrejti az elosztott allapot részleteit
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SDN absztrakcio a vezeérlo sikon

Haldzat
@ virtualizacio

ligeliile Egyéb
Engineering o]l Collgglorie

J6l definialt API

Haldzati kép

_ . absztrakcid
Halozatl operacios rendszer

PAN
Csomag-
N\ IA'f\II\I’+ f',\ll‘
VUMIDITUS
Csomag-
Csomag- tovabbitas
tovabbitdas
tovabbitds 4L
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OpenFlow
Nyilt interfesz ,fekete
dobozkent” kezelheto halozati Scope of Openfiow Swich Specification
eszkozokhoz (utvalaszto, L2/L3
kapcsolo) OpenFlow

»

»

b Svitth o Controller

/=
1l o

Szeparalt vezerlo és adat sik :
OpenFlow

» Egy OpenFlow kapcsol6 adat sikja ,  Secure Protoca] |
tartalmazza a folyam tablazatot Channel@===s=ssssis
gFIow Table), es egy mlveletet f S

action) minden bejegyzeshez

» A vezérlo sikban: vezérlo
(controller), amely a folyam
bejegyzéseket felprogramozza

Az OpenFlow tkp. egy standard
interfész, amin keresztdl
hozzaadhatok és tordlhetok
bejegyzések eg%/ Ethernet
kapcsolo belso folyam
tablazatahoz
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OpenFlow eszkozok

Vezérlo/NOS
» POX (Python)
» altalanos SDN vezeérlo
» NOX (C++)
» az elsd OpenFlow controller
» Floodlight (Java)
» ipari szintl megoldas
» OpenDaylight (Java)
» NFV
» Ryu (Python)
» nyilt forrasu Network
Operating System (NOS)
» ovs-controller (C)

» referencia vezerld az Open
vSwitch-hez

»

Tavkozlési es Médiainformatikai Tanszek /J(

—

Kapcsolok

» Szoftveres kapcsolok

» Stanford Reference
Implementation v1.0

» Open vSwitch

» Linux-based Software Switch
(Kernel Space implementacio)

» Nem csak OF kapcsold, hanem
hypervisorokban is alkalmazott
» Szoftver — Hardver

» Altalanos hardveren
» OpenWRT-t futtatva
» szoftveres kacsoldk portolhatok
» CPU-n futtatva
» user space implementacio

» NetFPGA-alapu implementacio
» Hardver kapcsold gyartok

» HP, Cisco, Juniper, IBM,
Arista, NEC, Netgear, Pronto,

2017.tavasz
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OpenFlow
_ ContolProgram A ControlProgram e |

( )
Network OSS? o ®

: “If header = p, send to port 4”
paket “If header = q, overwrite header with T,
Forwarding add:header s, and send to ports 5,6
“If header = ?, send to me”

Packet
Forwarding

Packet
Forwarding
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OpenFlow szabalyok, miveletek

» Egyszerl csomagkezelési szabalyok
» <Header match, Action>
» <Fejléc illeszkedési minta, mivelet>
» tetszOleges bitminta megadhato:

Header Data

Match: 1000x01xx0101001x
» Muvelet (action)

» Tovabbitas megadott port(ok)ra, eldobas, tovabbkildés
a vezéerlonek

» Fejléc felliliras, hozzaadas (push), levetel (pop)
» Tovabbitas megadott bitsebesseggel

2017.tavasz 16
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Folyam tablazat

» Lehet tobb is, at lehet iranyitani egyikbdl a
masikba a feldolgozast

Flow 1. Rule _ —
[(exact & wildcard)][ Ao ][ Statistics ]

Flow 2. Rule _ —
[(exact & wildcard)][ Action ][ Statistics ]

Flows. [(exactzli/l/?ldcard)][ Al ][ Statistics ]

Rule : .
Flow N. .
W [(exact 2 wildcar d)][ Default Action ][ Statistics ]
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1. Packet

Folyam bejegyzések [

» Részei .
» illeszkedési minta
» muvelet

» Statisztika

T 4

TCP

TCP Dst
In Port MAC MAC Type oto IPSic [P Dst Src Port
. Port
D —— tayerZ A — i_dYE[ 3 A i_ayer 4
L o

1. Forward packet to port(s)

2. Encapsulate and forward to
controller

Drop packet

Send to normal processing pipeline

e
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Pédak 1

Ethernet kapcsolas

Tavkozlési es Médiainformatikai Tanszek A (
—

Switch MAC [MAC [Eth LAN |IP IP IP TCP  [TCP Action

Port rc dst ype [ID Src Dst Prot [sport |dport

* k OOlf * * * k * * * port6
Folyam szint( kapcsolas

Switch MAC [MAC [Eth LAN |IP IP IP TCP  [TCP Action

Port rc dst ype [ID Src Dst Prot [sport |dport

port3 00:20.. 00:1f.. 0800 vlanl 1.2.3.4 5.6.7.8 4 17264 80 port6
Tdzfal

Switch MAC [MAC [Eth LAN |IP IP IP TCP  [TCP Action

Port rc dst ype [ID Src Dst Prot [sport [dport

* %k %k * * * %k %k * 22 drop

2017.tavasz
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Pédak 2.

Utvonalvalasztas

Tavkozlési es Médiainformatikai Tanszek A (
—

Switch MAC [MAC [Eth LAN |IP IP IP TCP  [TCP Action
Port rc dst ype [ID Src Dst Prot [sport [dport
* %k * * * * 5‘6‘7‘8 * * * port6
VLAN kapcsolas

Switch MAC [MAC [Eth LAN |IP IP IP TCP  [TCP Action
Port rc dst ype (D Src Dst Prot [sport [dport

| porto,
* * 00:1f.. = vlanl = * * * * oort7,

port9

2017.tavasz
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OpenFlow épitoelemek

oftrace oflops openseer ofmonitor

Stanford Provided

ENVI {GUI) - Aggregation Appllcatlons

.
Monitoring/
debugging tools)

Expedient/ _ Sllcmg
Opt-in Mgr s FlowVisor Software
S

Hardware/Commercial Switches Software/Test switches

HP NEC

S/w Ref.
PCEngine OpenVSwitch Op?nFIOW
WiFi AP PRIt Switches

Pronto with Indigo or
Pica8 firmware

2017.tavasz 21



Tavkozlési és Médiainformatikai Tanszék /J(

—

Izolalt szeletek

» proxy a vezerlo és az adat sik kozott
» hardver eroforrasok szeletekhez rendelése
» topologia felderités szeletenkent

http
T Multlcast Load-balancer
Separation not only [EEN
by VLANSs, but any E |
L1-L4 pattern '
ddddd =FFFFFFFFRFFF OpenFlow
Protocol
OpenFlow
FlowVisor & Policy Control
OpenFlow
Protocol
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Folyam szintlii csomagkezelés: reaktiv

» folyam elsd csomagja a vezérlohdz tovabbitva

» a vezerlo felprogramozza a folyamnak megfelelo
szabalyokat az adatsikon
» rendszerint egy szabaly, de lehet tobb is (lista)
» a vezerlo visszakildi az elsd csomagot a halozati
eszkoznek
» a folyam tovabbi csomagjai a felprogramozott
szabalyok alapjan tovabbitodnak

2017.tavasz 23
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SDN a felhoben

» Reaktiv végpont-végpont halozatok helyett...
» elsO csomag a vezérlohoz = késleltetés
» végpont-végpont: sok bejegyzés, skalazhatdsagi probléma
» elofizetok/VM-ek valtozasa minden kapcsolot érint

» ...proaktiv fedohaldzat (overlay)

a fizikai haldzat L2/L3 6sszekottetést biztosit

» a vezerlo elore felprogramozza az eszkozoket = kis
késleltetés

alagutak: elofizeto allapot csak a végpontokban (hypervisor
virt. kapcs. / Utvalasztd), skalazhato

kevesebb bejegyzés a tovabbitasi tablazatokban
» nem a VM-ek, hanem csak fizikai szerverek kdzotti kapcsolatok

elofizetok valtozasa a fizikai halozatot nem érinti

>

A\

>

A\

>

v

>

A\
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Felho menedzsment és SDN

”? O_rche,s’gratlon (Vezenyles): OpenStaCk Felhé menedzsment/vezényl6 platform / alkalmazasok
biztositja
» magasabb szint{ absztrakcio Northbound API

» nem csak a haldzat, hanem egy teljes

alkalmazas rendszer Southbound API
» CLI vagy h,orlzon dashboard P —
» automatizalt: Heat
» sablonok Overlay protokoll Gateway
» SDN
» a fentiek alacsonyabb szintl halozati
megvalositasa :
High-level VM and ‘5
network description f
virtual set tual ‘l'
X >tup virtu
switches,  fe—rP e Cloud Controller
|__hypervisors | 4+ VMs, storage,. ..
Network Monitoring, network
devices, Phevion sl notifications| description
switches, >
routers. - Network controller
firewalls, ... OpenFlow, SNMP,

BladeOS etc

2017.tavasz 25
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OpenStack

» OVS Neutron plugin

» OpenFlow a virtualis kapcsolo tablazatok felprogramozasara

» VM MAC cime és a szerver hypervisor transzport IP cime kozotti leképezés
— ezt a vezénylés (orchestration) szamara ismert

» proaktiv
» eszaki interfész (northbound): Neutron
» déli interfész (southbound): OpenFlow

Lehet mas SDN vezeérld plugin
pl. OpenDaylight OpenStack Neutron plugin

A
{i openDaylight (B OpenDaylight NorthBound AP Layer - REST APls
~ , * 1
4 (£ @ 10125136.52:3080 v & [ o OpenDaylight Neutron REST-AP|

OVSDB Neutron Application

M= OPENDAYLIGHT
"',,..1 R

Devices Flows Troubleshoot .

Nodes Learned

LAPI Drlven SAL (ADSAL) : :
/ \ ‘* = 3 - - e — i

Nodes Learned F E - E - » ’ — —
| Configuration | |Inventory | |Connection | |Flow Inventory Connecnon | Flow
earct o, E OF|00:00:00:00:0 STV Service Service Programmer Service Servn:e ||Programmer |
—J G Baiblice ol | i ; e
Node :
Name Node ID Pori N \/ y
OVSDB South-bound Plugin OpenFlow 1.0 SB Plugin OpenFlow 1.3 SB Plugin
None  OF|00:00:00:00:00:00:00:02 3 |=

[OVSDB Protocol Library ‘

iOpenFIow 1.0 Pluginw

[QpenFlow 1.3 Plugip:

None OF|00:00:00:00:00:00:00:03 3 . E b

None OF|00:00:00:00:00:00:00:01 2 |Bidirectional JSON-RPC Library_“ }w\ ’OpenFlow 1.3 Library
N OF|00:00:00:00:00:00:00:04 3 [ -1 OB —~——o0. 29—

sl ‘.E‘,,e,‘?}';'f’,,. |ava nio.socket ] \Netty io |
None OF|00:00:00:00:00:00:00:07 3 /. . - . vy - o=
OVSD 0penFIowI1 0 vl
1-5 of 7 items | OF|00:00:00:00:00:00:00:01 e OPf "°foc Dcndayl ght.org
@ | m?] ol OpenVSwitch
i d D
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SND a felhoben

» Nem csak a virtualis
kapcsolok/utvalasztok
beallitasara, hanem a
fizikai halozati
eszkozokre is

Orchestrator

wl]

Compute Network Storage

SDN Controller

=IEE gg

Virtual Machine Virtual Switch
._ Physical.Switches _.
— —
E = = = = D
Server
Gatewa v .ﬁ.s ervice Node

DCI WAN

Figure 22: The Role of Orchestration in the Data Center

Forras: http://www.opencontrail.org/opencontrail-architecture-documentation/

2017.tavasz

27



Tavkozlési es Médiainformatikai Tanszek A (

—

Adatkozpont halozati kovetelmények

minimalizalasa
» automatizalas, amennyire lehetséges
» Hatékony forgalom tovabbitas, nagy teljesitmeny
» ne legyen hurok
» alkalmazkodas a forgalmi valtozasokhoz
» Ugyfél SLA betartasa
» VM migracio gyorsan és kdnnyen
» transzparens migralas
» Gyors, hatékony hiba felderités/elharitas

» elég gyakori a nagy méretbol adddoan
» a halozatnak is igazodnia kell a hibaelharitashoz
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Tradicionalis megoldasok
» Layer 3

+ hierarchikus cimzés = kis tovabbitasi tablazatok
+ OSPF gyors hibakezelés
+ IP TTL: hurkok kivédése
- magj;a;s az adminisztracios teher (alhaldzatok konfiguralasa, DHCP,
stb.
» Layer2
+ Flat MAC cimzés (helyfliggetlen)
+ hurkok kivédése: STP
+ kevesebb az adminisztracios teher
- broadcast forgalom (nem jol skalazhatd)
- STP nem tudja kihasznalni a teljes topologiat

» VLAN

» skalazhatdsag (max. 4K)
» statikus konfiguraciobol szarmazd hatranyok
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SDN megoldas

» a vezerlo teljes halozati képet kap
» eszkozok felderitése
» MAC, IP cimek, kapcsolatok

a vezenylés altal adott feladat alacsonyabb szintl
halozati megvalositasa

gyors és dinamikus halozat kialakitas

» rugalmas: Ugyfelek altal megadott mddon

» automatizalt halozati eroforras kiosztas/kezelés

» forgalmi terhelés optimalizalasa, akar adatkdzpontok
KOzOtt

» skalazhatdsag
» NFV

>

v

>

\%

\%
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Felho specifikus feladatok

» terheléskiegyenlités (Load Balancing — LB)
» adatkozpontok kozotti alagut

» VM mlgrélés

» skalazhatd csomagtovabbitas




Terheléskiegyenlités

»
»
»
»
»
»
»
»
»
»

»

Dinamizmus

az OpenFlow bejegyzésekhez id6zit6 tartozik

Terheléskiegyenlitéshez sziikséges mliveletek

a publikus IP cim atirasa a kiszolgalo IP cimére
a kiszolgalohoz tartozo kimeneti portra tovabbitas
az ellenkez0 iranyba forditottan ugyanez

Megoldando

hash alapu Utvalasztas

Tavkozlési es Médiainformatikai Tanszek A(
—

TCP flag vizsgalat az Uj folyamok megkiilonboztetésére

Plug-n-Serve: Load-Balancing Web Traffic using OpenFlow

terheléskiegyenlités a haldzat és a kiszolgaldk terhelése alapjan, elosztott mddon

) Oblivious qullﬁl Rate E
) Stateful Gready Request Type 1? . X
& LOBUS = - =5 _E L

e

Requests A OpenFlow switches

OpenFlow
controller
Host Manager [~
Network
e CPU
Slmf__ _[---'_---u.,.l"‘ - Feedback
o ﬂ:: \.—\H\
Content | e

et

CeRRE—

Forras: http://conferences.sigcomm.org/sigcomm/2009/demos/sigcomm-pd-2009-final26.pdf
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SDN adatkozpontok kozotti forgalomra

Forgalom

» cloud bursting

» foldrajzi szempontok a terheléskiegyenlitésben
» Alagutak kiepitése reaktiv modszerrel

» multlpath

» Utvonalak valtoztatasa = fejlécek atprogramozasa menet kdzben

(Spans Data Centers)

Network Policy to
control traffic
between virtual

networks

BLUE
(Spans Data Centers)

Route Target Route Target

... Oter Without pONGIES | | | .. . . .o

=
=
=
Q
Q
|

VMs can talk to each

DATA CENTER 1 N\

L -
< s
o x ¥
2 VRF Bl vRF
>
T (RT2) || RTY)
. |

——— e =

otherw:thou{pohcres

e DATA CENTER 2

Contrail Cluster 2

Forras: http://www.opencontrail.org/how-to-setup-opencontrail-gateway-juniper-mx-cisco-asr-and-software-gw/
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VM migralas
» Okai

» karbantartas, terheléskiegyenlités

» VM-ek Osszerendezése
(energiatakarékossag)

» katasztrofa elharitas: teljes alkalmazas
rendszer attelepités
» Masik alhaldzatba migralas
nehézsegei
» hierarchikus IP cimzés
» kézi atkonfiguralas nem életképes
megoldas
» az €lo TCP kapcsolatok ne
szakadjanak meg

» CrossRoads

» helyfliggetlenség: pszeudo MAC
(PMAC) és IP cimek (PIP)

» SDN vezérlo kezeli az
o0sszerendeleseket

Tavkozlési és Médiainformatikai Tanszék 4(
—

TOR: Topof-Rack Switthes

Key
AGG1L2 Agg
AR L3 Acces Router

megate Switches
R 13 Core Router

(DRE: L2 CORE Switch

Contraller

[T
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Symposium (NOMS), 2012 IEEE , vol., no., pp.88,96, 16-20 April 2012

Forras: Mann, V.; Vishnoi, A; Kannan, K.; Kalyanaraman, S., "CrossRoads: Seamless VM mobility
across data centers through software defined networking," Network Operations and Management
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SDN skalazhatosag

» Kihivas a vezerlo sik szamara
» VM-ek szama, Ugyfél szabalyok, SLA-k, folyamok szama, stb.
» multi domain kornyezetben vezerlok szbvetseége
(federation)
» informaciocsere
» allapotok megosztasa
» konnyen bovitheto

» NEC 2014. tesztek

Trema OpenFlow vezérlo
Layer 2 haldzatok VXLAN technoldgiaval
vezeérlo terheléskiegyenlitéssel: tobb kiszolgalo
» egy kiszolgalé 410 kapcsolot kezel, linearis skalazddas
16 000 virtualis halozatot kezel
» 1024 kapcsold, mindegyiken 128 VM

konstans 4 mp egy virtualis halozat kialakitasa
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Alkalmazasok

» Amazon, Google, Facebook, Microsoft Azure
» sajat egyedi SDN megoldasok

» Google inter-datacenter WAN: SDN + OpenFlow
» kOzpontositott forgalom szervezés (traffic engineering)
» halozati koltsegek csokkentése

» NEC altal telepitett adatkézpontokban
» koltségek csokkentese

» VMware

» Nicira (SDN, haldzat virt.)

» Network Virtualization Platform (NVP): overlay halozati
technologia = VMware NSX
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Forrasok

» Nick McKeown (Stanford Universit?/),"Software-defined
Networking", Infocom Keynote Talk, April 2009, Rio de
Janeiro, Brazil

» Srini Seetharaman, OpenFlow/SDN tutorial, Nov 2011

» Jennifer Rexford (Princeton University), Computer Science
461: Computer Networks, Software Defined Networking

» Matt Davy (Indiana University), Software Defined
Networking & OpenFlow, GENI Workshop, July 7th, 2011

» Open Networking Foundation,
https://www.opennetworking.org/

» http://www.openflow.org/

» CHIBA Yasunobu, SUGYOU Kazushi, ,, OpenFlow Controller
Architecture for Large-Scale SDN Networks”, NEC
Technical Journal/Vol.8 No.2/Special Issue on SDN and Its
Impact on Advanced ICT System, 2014
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