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Adattarolok, adattarolas

» Adatok tipusai
» Adattarolo eszkozok
* Diszkek megbizhatésaga (RAID)

» Tarolorendszerek (DAS, SAN, NAS,
IP SAN) és atviteli technologiak

« Adatmasolasi eljarasok (Volume/Flash

copy)
* Virtualizacio
« Adattarolo halozatok menedzsmentje
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Eloallitott adat
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- Zetta=102t __ All Global Data in Zettabytes
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Tarkapacitas, koltség

Tobb adat 6nmagaban nem jelent tobb
informaciot — de tobb koltséget biztosan!
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Adatok tipusal

[Legyentébb
Nem iizleti fajlok e e, y
Duplikalt adatok _WMJ Torolni/Megosztani

Redundans alkalmazas adatok, o
log files, dump files, temporary files T Tisztitani — gyakran

Beragadt, arva adatok -

R tvang
e,

e,

e

i l Archivalni
Ervényes adatok -

Védeni, elérni és
tarolni kell ezeket az
. adatokat y

Mindezt az adatveszteség minimalizalasaval !
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KotelezO adatmegorzési idokre

vonatkozo torveéenyi el

l Records relating to the manufacturing, processing, and packing of food - no less than - 2 years after commercial release

Pharmmaceutical /
Life Sciences

oirasok

Records relating to the manufacturing, processing, and packing of drugs and pharmaceuticals - 3 years after distribution

(21 CFR Part 11)

Healthcare
(HIPAA)

Financial
Services
(SEC 17a-4)

OSHA

Sarbanes - Oxley

OLTP

E Records relating to the manufacturing of biological products - 5 years after end of manufacturing or product

]AII hospitals must retain medical records in originally or legally produced form - 5 years

T

Medical records for minors from birth to 21 - 21 years+ (perhaps for life) E

Medical records - 2 years after patient’s death ]

] Financial statements - 3 years

Member registration for broker / dealers- End-of-life of enterprise ]

Trading account records - End of account + 6 years ]

Employee and medical records of individuals exposed to toxic substances - 30 years after completion of audit ]
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Average retention of traditional OLTP

Original correspondence from financial audits of publicly-traded corporations - 4 years after completion of audit

O

Y )
./ "/
10 15

Minimum retention period on compliant media (years)

20
Source: ESG Impact Report: Comphiance, May
2003
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Adatfolyamok

Strukturalt adatfolyam Strukturalatlan adatfolyam
Forrasa és célja ismert Nem ismert

Server-to-Server Client-to-client, Client-to-Server
Uzleti eszkdzok Személyes eszkozok

Specialis alkalmazasok E-mail, Web

Erds biztonsag Gyenge biztonsag

Privat halézatok Publikus haldézatok

Tervezhet6 Nehezen tervezhetd, statisztika
Adatbazis adatok Fajlszerverek

Monitorozhato és ez alapjan

tervezheto Inkabb hazirendekkel szabalyozhaté
/\)( BME VIK TMIT ) (=g
i

L Informacios rendszerek Uzemeltetése 9



Adatgazdalkodas

* |IT infrastruktura és menedzsmentjenek
egyszerusitése, automatizalasa
— Cél: alacsonyabb élettartam-koltség (TCO, Total Cost
of Ownership), magasabb megtértlés (ROI, Return
on Investment)
» Uzletfolytonossag, biztonsag, adat-
sérthetetlenseg biztositasa
— Cél: az uzlet folyamatossaganak biztositasa

« Hatékony informacio élettartam-menedzsment

— Cél: az informaciot az értekenek megfelelo
tarteruleten kell tarolni, az adat-megorzesi
kotelezettségeket is figyelembe véve

Informacios rendszerek Uzemeltetése 10
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Informacio es adat életciklus, adattipusok

Az informacio rogzitése Az adatformatum
és a megfeleld ertelmezese az eredeti
adatformatumba informacio
kodolasa visszanyerese celjabol

Index és meta-adatok Adatbanyaszat —
keészitése az adatok nagy mennyisegu adat
keresésehez, logikal, statisztikal
katalogizalasahoz feldolgozasa
//;)( SME VIR TMIT %J_JJTJ ﬁ Informacios rendszerek Uzemeltetése 11




Az egyes adatok iranti igény valtozo

Aktiv Referenma

\ ’/
Régzités " Publikalas @m Archivalas m
‘ |
Alkalmazas DB Riportok

Online Transaction Tranzakcios jelentések
Processing (OLTP)

Publikalt dokumentumok,
Dokumentum kezelés  Web oldalak, email

uzenetek
Software fejlesztés
Audio/Video felvételek
/J ( BME VIK TMIT Informacios rendszerek uzemeltetése 12




Optimalis adattarolasi technologia:
valasztas az adat értekenek megfelel6en

Aktiv Referencia

1 »
Py
Publikalas
- Archivalas

2
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Hierarchikus taroldo menedzsment (HSM)
(Hierarchical Storage Management)

Aiv  Referencia [JNPSSEENY
1 o :
Mozgatds

HSM paraméterei: adat merete, tipusa és az utolso

olvasas idopontja
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S

Informacios rendszerek Uzemeltetése 14



Adattarolo eszkozok

ElGny Probléma

Diszk * Diszk csere

» ,Azonnali” adat elérés  Tapellatas, hités

» Kozvetlen iras/olvasas (R/W) - Elettartam 3-4 év!

* Mozg¢ alkatrészek
Flash Nincsenek mozgo6 alakatrészek
R . V4
memo- 9 * (Még) draga
ria * Gyors
Sl el | ‘Masodlagos tarolo  Nem igazan tartott Iépést a diszk
— automata konyvtarak és szalag fejlédéssel, SOHO

Szalagos

] , _ o  Nem azonnali elérés
*10-20x olcsdbb, mint a diszkes tarold . .
] L » Soros iras/olvasas
» 30 éves adatmegbrzesi ido

/\) ( BME VIK TMIT
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Diszkek megbizhatdosaga

* A szervereken tarolt adatok ne seéeruljenek

meg

* Eredetileg egyetlen nagy,
nagymegbizhatosagu diszk
— SLED: Single Large Expensive Drive
— Draga...

— MTBF (Mean Time Between Failure)
« Kb. 750 000 ora (kb. 85 év)

* De egy nagy(??) tarolotomb 1000 diszkkel
« MTBF: 750 000 6ra / 1000 = kb. 1 honap
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RAID Redundant Array of
Independent (Inexpensive) Disks

« 1987 California, Berkeley Egyetem
« RAID O, 1-5, 6

* Lemezek savokra WY S
. ] SEE] [ap2ae! [NNEZNE
(stripes) osztasa C1 | \.C2 4 |\ C3_

| Disk 0 Disk 1 Disk 2
ﬁ)( BME VIKTMIT L1 &k
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RAID O - striping

 Nem biztonsag novelesi
cél
« Kapacitasnovelés
* Sebessegnoveles
(parhuzamos iras/olvasas)
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RAID O
AT T
e N
AT A2
A3 4 A
A5 NAS
AT A8
S~ ~_

Disk 0 Disk 1
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RAID 1 — diszk tukrozés (mirroring)

 Diszk duplikalas RAID 1
* Nagy megbizhatosag Ty >

« Nagy (2x) méretndvekedés 214 NAL

» Lehet kozel ekkora SALIS I N
biztonsag, kisebb
veszteseggel? )
Disk O Disk 1
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RAID 2 — hibajavité kéd

« Savokra bontas

* Egyes meghajtokon hibajavito kodokat
(ECC — Error Correcting Code) tarolnak
— Képes a diszkhiba detektalasara, javitasara

 Ma mar nem hasznaljak, mert ma mar a

meghajtokon belul kepeznek hibajavito
kodokat
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RAID 3 — paritasdiszk

« +1 diszk: paritas (XOR)

« Egy meghajto kiesése: a tobbib6l XOR muvelettel
helyreallithato — ido, lelassul

 Diszkhibat nem érzékel

* Tipikus: 2+1, 5+1,
8+1, 14+1

o Paritasdiszk korlatoz

* Kis savok, mindig
egesz stripe mlvelet
(Adatdiszkek egyszerre
érhetok el)

— Single user

— Nagy fajlok (V|deo)
/ (BMEVIKTMIT = —‘:J )

Disk O Disk 1 Disk 2

Informacios rendszerek lzemeltetése
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RAID 4

* Hasonlo a RAID 3-hoz, de nagymeretl

savok

» Kozvetlenul barmelyik diszkhez

hozzaférhetunk

— Parhuzamos kiszolgalast lehetoveé tesz
— Paritasdiszk nagyon korlatoz!

 Nem hasznaljak a
gyakorlatban

%) ( BME VIK TMIT
2 e,

RAID 4
>y o >
A A2 g AS ) A
BT 4 B2 4 B3 4 B
O 4 G2 4 NG g NG
DI P2 (D3 g Be

Disk O

Informacios rendszerek lzemeltetése
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RAID 5 — elosztott paritas

» Paritas egyenletesen szetosztva

» Kikuszoboli a paritasmeghajto okozta szuk

keresztmetszetet

« Kozvetlenul
elérhetok a
diszkek

e Valtoztathato
savmeret
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RAID 5

Disk 0

Y
N

A2
B2

D1

~_
Disk 1

Disk 2
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RAID 6 — kettos paritas

* Sor (XOR - P) és oszlop (Reed-Solomon
kod — Q) paritas
— kett6s hiba ellen is véd — de lassu

 Diszkek kozott szetosztva
RAID 6

=N

SO

L

R

g
.Dp' FDq% FD1| ID2I |D3I

oy Q@
Disk O Disk 1 Disk 2 Disk 3 Disk 4
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RAID 01, RAID 10

RAID 0+1 RAID 10
RAID 1 RAID O
| | | |
RAID O RAID O RAID 1 RAID 1
] S [ R [ [ I ey
A NA2 g AT A2 AL AL (A2 (A2
NRaSA% [ N NAS L NAG KAS ) KAS A4 KA
NAD 4 KRB NAS S \AB NAS KA (AG L A6
AT NAS AT NAS NAT A NAT A8 | A8
~—— ~_ ~ ~ S S S 7
Egyformak?
Hiba: egész stripe — nincs tukrozés (!') csak a felén nincs tukrozés
Helyreallitas: egész stripe(!!) csak a rossz diszk

Sebesséq: nagyobb (HW striping) lassabb (SW striping)
/ (BMEVIKTMIT (=g
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RAID
« Gyakorlatban 0,1, 5 elterjedt

* RAID csak a FIZIKAI diszk hibak ellen
ved!
— Logikai hibak ellen: mentés!
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Flash memoriak

* Nonvolatile memory
(EEPROM)
— ‘Nem felejté’
— Specialis jellel torolhet6
(‘flash’)
— Pen-drives

— SSD
e Solid State Drive

— AFA
 All-Flash Array

— Hybrid arrays
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All-Flash Array

7' FlashStack

1
k|

TTTITTTl

- u-—_a
— T p— le—s |
. o — . P
l_l Uy | ql_: U X

- nere—runi
X K

ey rrrel

I'rrvii

N

ORACLE" &
w SQLServer //m50
//m10 //Im20

25TB 250TB 500 TB 1.5PB
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r

Ar

$2.50 [Chart Avea | PO: Power optimised
$2.00 \ CO: Cost optimised
n $1.50 TOC: Total Cost
Q Y ssp
$.50
PO HDD | $.183
| | COHDD |- $.034

2013 2014 2015 2016 2017

Flash vs HDD : Industry Cost Trends

MLC 8X More Expensive Than Performance HDD Through 2016

~20-25% of the |

TOC (HDD) m

~80% of the

TOC (SSD) °H T

2011 2012 2013 2014 2015 2016
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Késleltetés

« Latency 1000:1 (HDD:SSD)

— Ma mar a csatlakozo (SATA, SCSI) sebessege
korlatoz

— Gyorsabb boot-olas

— Adat kompresszios (data reduction) technoldgiak
sokkal hatékonyabbak
* 6:1(SSD) - 2:1 (HDD)
— Ha ezt mar eleve egy felsé réteg nem tette meg... — VM
 Effektiv kapacitas (Effective usable capacity)
« SSD - tipikusan a kontroller, mig HDD - extra SW
— Gyorsabb — tobb hasznaldi igeny elegitheto ki
— Eléegedettebb hasznalok

/\) ( BME VIK TMIT
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Energia, hutes, meret

« Tap, hités
— Nincs mozgo alkatrész
— Kisebb energia-felhasznalas (1:10)
— Kisebb hltés igény
— Kb. 50-90%-kal kevesebb, mint a HDD esetén

o Kisebb

— Plane, ha az adatkompresszio hatasat is beszamitjuk
— 20-40* adat sOridség, mint a HDD-nél
— Akar 90%-kal jobb rack kihasznaltas

/\) ( BME VIK TMIT
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All-Flash Array

NMER 1 PERFORMANCE DISK FLASHARRAY//M

Informacios rendszerek Uzemeltetése
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Megbizhatosag

» Kisebb fenntartasi koltseg
* Reliability
— 100:1 (unrecoverable bit error rate)
« 10-18: 1016
« 1018 : 1 hiba tobbszaz év alatt

A koral EEPROM-oknal az irasi ciklusok limitaltak
voltak (~1000)

* Mai SSDs — tobb mint 200 ev
— RAID (1 a régebbieknél, 5 az ujabbaknal)

/\) ( BME VIK TMIT
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Hybrid arrays

« HDD jobb ar/GB

+ SSD jobb ar/IOPS
— Input/output operations per second

* Rakjunk egy vékony SSD reteget egy HDD tomb fole
— SSD: 2% - 5% az 0sszkapacitasnak
— Elérhetd IOPS duplazédik

— Olvasasi késleltetés 10+ ms helyett 3-5 ms
 DE nem egyenletes — ez néhany alkalmazasnal problémat okozhat

— 10% - 20% arnovekedés a teljes tombre
— 2X teljesitmeny
— RAID 1

/\) ( BME VIK TMIT
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Osszehasonlitas

* HDD cost/usable GB goes up because of formating and RAID overhead.
55D based dedupe/compression increases usable GB ~2.75 x.
Hybrid systems a little less to account for the HDD overhead.
S5Ds are typically overprovisioned from 20 to 50% to account for load balancing & garbage collection

Avg upfront per | lyravg per GB | Avg upfront per |~ 3 yr per usable
GB HW Cost | Power & Cooling Jusable GB Costs* GB TCO

100% HDD Storage System S0.50 $0.50 $0.63 $2.13
Hybrid Storage System $1.60 S0.38 $0.59 $1.72
100% Flash SSD Storage Systems $10.00 $0.17 $3.64 $4.13
100% Flash SSD Storage Systems $5.00 $0.17 $1.82 $2.31
100% Flash SSD Storage Systems $4.00 $0.17 $1.45 $1.95
100% Flash SSD Storage Systems $3.00 $0.17 $1.09 $1.59

/J ( BME VIK TMIT
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Tarold rendszerek

 DAS — Direct-Attached Storage
 SAN — Storage Area Network

* NAS — Network-Attached Storage
* [P SAN (ISCSI)

/\)( BME VIK TMIT I
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DAS — Direct-Attached Storage

e A tarold kozvetlenul a szerverhez
csatlakozik

— Blokkszintl hozzaferés

— FOkepp kis rendszereknél
« Ket alaptipus

— BelsoO (Internal DAS)

— Kulsé (External DAS)

/\) ( BME VIK TMIT
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Internal DAS

» A tarolo kozvetlenul a szerverhez
kapcsolodik belsd soros vagy parhuzamos
buszon keresztul
— Tavolsag korlatozott

— Altalaban a buszhoz csak korlatozott
darabszamu eszkoz csatlakoztathato

* (P)ATA vagy SATA csatlakozo

— Nagy helyet foglal a szerveren belul
* Nehezebb karbantartas

%) ( BME VIK TMIT
)
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(P)ATA

« Parhuzamos elérésiit HDD
Interfész
— Half duplex

« PATA — Parallel Advanced
Technology Attachment

* 40 & 80 eres kabel
— 40 eres: UDMA max. 33 MB/s y
— 80 eres: UDMA 66, 100, 133 MB/s iy
— nagy helyigeny => fejlesztés megallt
(~2004)

Informacios rendszerek Uzemeltetése 40
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SATA

« Serial Advanced Technology Attachment
(SATA)

* Pont-pont osszekottetest teremt a SATA
host adapter és a SATA eszkoz kozott

— Uj csatlakozo feliilet

— Nagyobb atviteli sebesseg
« (P)ATA 66/100/133 MB/s
« SATA 150/300/600 MB/s

— A csatlakozo kabel 4 eres,
maximalis hossza 1 m

— Half duplex
/\)( BME VIK TMIT = g
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External DAS

* A szerver kozvetlenul
kapcsolodik egy kulso

tarhoz

— Nagyobb tavolsag

— Altalaban nem
(annyira) korlatozott a
csatlakoztathatd
eszkozok szama

— SCSI (vagy
csatlakozas

/\) ( BME VIK TMIT
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SCSI interfész

¢ SCSI

— Small Computer System Interface (SCSI)
— Szabvanyos 1/O busz
— Nagy teljesitményd interfész

 Eszkozok

— Disk Drives
— Tape Drives
— Removable Media Drives

— CD-ROM, CD-R/CD-RW
Drives

— Optical Memory Drives
— Printers

Informacios rendszerek Uzemeltetése 43
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— A kezdeményez0 altalaban szamitogep

SCSI topologia

 Osszes eszkodz egy kozos buszon osztozik
* Az eszk0zOk egyedi azonositoval rendelkeznek
» Csoportositasuk szerepuk alapjan tortéenik

— A célpont tipikusan merevlemez, CD-ROM

Memory

=1 Bridge

Processor

szamitogep

Host Adapter
Board

SCSI
Chip

Disk Drive

I/0 Bus ID7

Controller

Kezdeményezo

%) ( BME VIK TMIT
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ID O

Célpont
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CD-ROM Disk Drive
SCsSi SCsSi
Chip D Chip D
Controller Controller
ID1 ID 2
Célpont Célpont
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Logical Unit Number (LUN)

« NEM (I') szam — egy tarolocsoport
 LUN egy SCSI részcsoport cimzési mod

— Kulonbo6zo fizikai eszkozokon elhelyezett tertletek
logikailag egy egysegnek latszanak

Controller Controller Host Adapter
ID 2 ID 1 ID 7

Disk Drive Disk Drive

Disk Drive Disk Drive

LUNO LUN 1

/\) ( BME VIK TMIT
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LUN O LUN 1
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Host 1

Connectivity

Host 2

/J ( BME VIK TMIT
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Storage
Natwork

LUN

Intelligent Storage System
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SAS - Serial Attached SCSI

» Serial Attached SCSI (SAS) LR s

— A parhuzamos (parallel) SCSI adapter
tovabbfejlesztese

— Adatatviteli sebesség 3, 6 or 12 Ghit/s
— Full duplex, magasabb megbizhatosag

— Tobb drive cimezhet6
egyetlen kontroller portrol

/\) ( BME VIK TMIT
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Direct-Attached Storage (DAS)

El6nyok
— Jobb, mint ha az adatokat a kliens tarolna
— Korlatozott redundanciat tud nyujtani
— Kis koltseg
— Egyszeru
Hatranyok
— Nehézkes menedzsment
— Backup koltseges
— Elpocsékolt taroloterulet
— Nehézkes az adatmegosztas
— Nem (jol) skalazhato
— Korlatozott darabszamu eszkoz csatlakoztathato
— Kis teljesitmény, korlatozott savszélesseg

- ]

DAS Device

/\) ( BME VIK TMIT
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Dedikalt tarolo eszkozok

» Elosztott szerverek e€s tarolok — informacio szigetek,
kulonallo menedzsment alatt

 Nem hatéekony az erd6forrasok (technikai €s emberi)
hasznalata, magasak fajlagos koltségek

Linux

;20 b | T | ==e
ELIWI]IHI"
I

IHI'HI'I'I'I'IH

NetWare ﬂ
Az atlagos taroloterulet kihasznéltség vallalati szinten
tipikusan 40-60%.
| -
/J ( BME VIK TMIT oS 1;:3}1 ) Informacids rendszerek Uzemeltetése
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Konszolidalt tarold eszkozok

 Konszolidalt eszkozok, menedzsment, adat
« Kevésbé komplex, alacsonyabb fajlagos koltségek

* Nagy rendelkezésre allasu, skalazhato, katasztrofa tlro
rendszerek alakithatoak ki

A konszolidalt
(consolidated) tarhasznalat
halozati architekturaban
valosithatdo meg

Informacios rendszerek Uzemeltetése 50



SAN - Storage Area Network

« Adattarolo halézat, adatforgalomra dedikalt hal6zat

» A tarolo eszk0zoOk az egyes szerverektdl fizikailag
elvalnak, tobb szerver képes ugyanazt az eszkozt elérni

 Nem valtozik az adatkezelési protokoll, a szerverek
dedikalt, sajat tarat latnak

O QO
'[_ T '[_ 1" Ethernet

[
JM Jm JIIIIIII

b

S CS{%
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A SAN halozatok elonyel

 Eroforrasok

Kinassnalishga no L3 Ly 8!
_ Skalazhatosag LT
— Magasabb szintd <mpﬁ/§r§ocm

rendszerfunkciok  Apelications/ I —

valosithatok meg = o

A THI

(replikacio)

Filesystem

« Menedzsment ~
SAN ac
— Nagyobb hatékonysag <F0Prowco' ——

 |Informacio elérés Storage Pool

— Az alkalmazas szerverek
barmely, a halozaton levo
adatot barmikor eléerhetnek

£
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Atviteli technoldgia: Fibre Channel

Protokoll

« Skalazhato
— Nagyszamu eszkoz
— Nagy tavolsag
— Atviteli megoldas szamos protokollhoz

« SCSI-3 (=> diszkek ugyanugy érhetok el, mint ha
helyiek lennének !!)

. IP, ATM, ...
* Pont-pont es kapcsolt halozati topologia

» Sokféle eszkoz, sebesseg
— Kulonbozo tipusu rézdrot, uvegszal
— Max 128 Gb/s sebesséeg

/\) ( BME VIK TMIT
A
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Uvegszal (Fiber Optic)

* Multimode
LED Optikai vevd

50u 500 meterig; 62,5u 300 meéterig

* Single mode
LED Optikai vevo

\|
’|

9u 10 kilométerig

/\) ( BME VIK TMIT
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Rézvezeték

 Foleg Back-end
 Max. 15 méter
— Jobb jel-zaj viszony, mint az uvegszalon

75 Ohm Unbalanced (Single Ended)

— TV = RG-59/U —
- MI = RG-179B/U -

150 Ohm Balanced (Differential)

TP = Shielded Twisted Pair
TW = Twinaxial Cable

Informacios rendszerek Uzemeltetése 55
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Fibre Channel Protokoll

« Haromféle topologia
— Pont-pont
— Arbitralt gylrQ (Arbitrated Loop) (nem hasznalt)
— Kapcsolt halozat (Switched Fabric)

« FC portokat kot ossze

— Barmilyen, FC-n kommunikalni képes eszkoz, nem
fizikal port
* N port (Node)
— Disk
— HBA (Host Bus Adapter) szamitogepekben
* F port
— FC Switch

/\) ( BME VIK TMIT
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* DAS

Pont-pont

— SCSI: max. 1,5 GB/s (12 Gb/s)
— FC: max. 16 GB/s (128 Gb/s)

Szamitogep Tarold tomb
Memory _@
_ N_Port0 N_Port —]
Bridge —: » o —E
Processor — RX* X i
I/O Bus _E

%) ( BME VIK TMIT
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HDD Technoldgiak osszehasonlitasa

Teljesitmény

SATA I SAS-3 Fibre Channel
Full-duplex with
Half-duplex # Link Aggregation Full Duplex
6 Gbls 12 Gbls * 128 Gb/s

1 m internal cable #

> 6 m internal and
external cables

15 m copper cable
500m/10 km optic

Software transparen
with Parallel ATA

Interfész
Multipliers Expanders N _
15 HDD max >128 devices 16 Million (Fabric)
Single-port HDDs & Dual-port HDDs = Dual-port HDDs
Kialakitas L
Single-host # Multi-initiator . Multi-initiator
Driver sw.

Software transparent... Software transparent

with Parallel SCSI

with Parallel SCSI

/\) ( BME VIK TMIT
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Applications /
Servers

Database,

Filesystem

<FC Protocol

Storage Pool
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Kapcsolt halozat / Fabric

 Vannak mas elrendezések is, de ma alt. ezt hasznaljak

N portO

X

RX <

N _port1l

RX

™)X —]

/\) ( BME VIK TMIT
S

e

N_port 3

X

> RX

N_port 4

~ TX

™ RX

224 = 16 millié node legfeljebb
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Kapcsolt halozat

Any-to-any connectivity

Fibke Channel Fibre Chanpel
itch Swit
Fibre Chanpel - S\y/itched cascaded fabric  Fire Channel
Switch Switch

/\) ( BME VIK TMIT
P
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NAS — Network-Attached
Storage

« QOlyan tarold, amely IP halbézathoz csatlakozik

— Dedikalt celu fajlszerver
* [/O mlveletekre optimalizalt op. rendszerrel

Single Function
NAS Device

General Purpose Server

/\) ( BME VIK TMIT
S
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NAS

 |P (LAN, WAN) kapcsolat, belso SCSI
struktura

* Belsd RAID - hibatUres

* Fajlszintl eleres (Blokk elérés nem
tamogatott)

« Konnyen telepitheto
» Skalazas eszkozon belul

» Performancia korlatok (LAN savszelesség,
protokoll overhead)

/\) ( BME VIK TMIT
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NAS protokollok

* NFS (Network File System) — UNIX

— UDP feletti, fajlmlveletekre specializalt
protokoll

* CIFS (Common Internet File System)

— Operaciosrendszer-fuggetlen
« Szerver
* Kliens

— TCP/IP feletti
 FTP (File Transfer Protocol)

/\) ( BME VIK TMIT
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IP SAN (IFCIP, 1ISCSI)
 SAN: blokkszintl hozzaféres, FC halozat
* NAS: fajlszintl hozzaféres, IP halozat
* |P SAN: blokkszintl hozzaféres, IP halozat

— IFCP (Internet Fibre Channel Protocol)
» Torlédas vez., hiba detektalas&javitas TCP-vel

— ISCSI (Internet Small Computer System
Interface)
« SCSI parancsok meglevdé LAN/VLAN/WAN-on
« SCSI busz emulacidja IP haloézaton

» Bar tetsz0leges SCSI eszkoz csatlakoztathato,
gyakorlatban server <-> adat tarol6 kommunikaciora

/ ( BME VIK TMIT
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IP SAN

» Tarolo konszolidacio dedikalt halozat néelkul
— Low-cost megfelelje a Fibre Channel-nek, de
a teljesitmeny nagyon fugg a ‘mas’ forgalomtol
» Veszhelyzeti helyreallitas (disaster
recovery)

— Tarolok tukrozése (tavoli) adatkozpontok
kozott

« ‘Hot stand-by’
« WAN felett

%) ( BME VIK TMIT
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SAN vagy NAS osszefoglalas 1.
SAN (Storage Area Network)

Kozpontositott, nagy teljesitmenyd,
adattarolasra dedikalt halozat, amely
— Osszekoéti a szervereket, tarold eszkozoket,

— Halbzati elemeket €s kapcsolo eszkozoket, valamint
tamogato szoftver megoldasokat tartalmaz

ElOonyei:
o Skalazhato, bbévithetd
« Nagy adatatviteli sebesség (4 -10 Ghb/s)

« Kozpontilag felugyelhetd, tamogatja a hierarchikus tarolo
technoldgia kialakitasat, de komplex, heterogén halozat
esetén komoly szakmai feladat a megfeleld Uzemeltetés

[
3 J(BMEVIKTMlT
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SAN vagy NAS osszefoglalas 2.
NAS (Network Attached Storage)

A halozatra csatlakoztatott adattarolo eszkoz, amely
tamogatja a adatmegosztast kliensek es szerverek
kozOtt.

El6nyei:
« Skalazhato, bovithet6, de az adatatviteli sebesseg
korlatozott (LAN)

« Konnyen telepithetd, uzemeltethet6 eszkoz
* FOleg kisebb kornyezetek esetén alkalmazhato

Informacios rendszerek Uzemeltetése 75
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Diszkrendszeren belull
adatmasolas

 Nagymennyisegu adat masolasat kell
elvegezni

* Blokkszintl masolati peldanyokat
készitunk

* Diszkrendszeren beluli nagysebesseqgd,

firmware tamogatott masolasi eljarasok

» A felhasznalo szempontjabol teljes
masolati kotegek — volume copies —

jonnek Ietre
/ ( BME VIK TMIT = ) |
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Volume Copy - Clone

« Egy adott tarold eszkozon belul firmware
eszkozokkel megvalositott masolati technoldgia

» Valodi duplikatum kotet jon létre

« Teljes masolat: back-up, analitika,
adatbanyaszat, stb. célra is alkalmazhato

* Alkalmas alkalmazasok mas karakterisztikaju
diszkekre torteno migralasahoz

/\) ( BME VIK TMIT
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Volume Copy - Clone

« Az adat-konzisztenciat biztositani kell, az
alkalmazasok allapotanak figyelembe vétele, /O
muveletek leallitasa szukséges a masolat
keszitesekor

* A masolas a terjedelemtd6l fuggbéen idbigenyes,
az alkalmazasok addig allnak

* Alternativa: Split mirror, tukrozott allomanyok
kozotti kapcsolat felbontasa utan az allomanyok
kulon kezelese. Az alkalmazasok futasa
folyamatos, de kulon id6, amig az ujabb

/ szmkromzamo iétrehozhaté
(BMEVIKTMIT == T
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FlashCopy (Snhapshot)

« Ha egy blokkot modositunk, nem irjuk felul az
eredetit, hanem mashova tesszuk

 FlashCopy tabla, mely nyilvantartja az egyes
fajlok blokkjait
— ,Pillanatfelvetel”

— Tetszbleges id6pontbeli allapot helyreallithato w ‘\
« COW: Copy On Write & ¢

. A futd alkalmazast csak egy pillanatra kell o 5
leallitani, hogy koherens legyen

 Nem alkalmas back-up célra, mivel nem
keletkezik valodi masolt allomany!

/\) ( BME VIK TMIT L2
A =

Informacios rendszerek Uzemeltetése 79



FlashCopy - blokkok

Blokktabla

|d6pontok

Osszes blokkszam

Delta (flashcopy
inkrementum)

/J ( BME VIK TMIT
—

T1

BO
Bl
B2
B3
B4
BS
B6
B7

T2

Bl

B3
B4
BS
B6
B7

T3
B8

B9
B3
B4
BS
B6
B7

Flashcopy
tabla

F1

BO

Bl

B2

B3

B4

B5

B6

B7

8
Latszolagos
Volume A

F2

Bl

B3
B4
BS
B6
B7
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FlashCopy - blokkok

Blokktabla

|d6pontok

iras t2

Osszes blokkszam

Delta (flashcopy
inkrementum)

/J ( BME VIK TMIT
—

T1

BO
Bl
B2
B3
B4
BS
B6
B7

T2

BO>BS8
Bl

B3
B4
BS
B6
B7

T3
B8

B9
B3
B4
BS
B6
B7

Flashcopy
tabla

F1

BO
Bl
B2
B3
B4
BS
B6
B7
38

Latszolagos
Volume A

F2

Bl

B3
B4
BS
B6
B7
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FlashCopy - blokkok

Blokktabla

|d6pontok

iras t2

Osszes blokkszam

Delta (flashcopy
inkrementum)

/J ( BME VIK TMIT
—

T1

BO
Bl
B2
B3
B4
BS
B6
B7

T2

BO>BS8
Bl

B3
B4
BS
B6
B7

T3
B8

B9
B3
B4
BS
B6
B7

Flashcopy
tabla

F1

BO

Bl

B2

B3

B4

B5

B6

B7

8
Latszolagos
Volume A

F2

B8
Bl

B3
B4
BS
B6
B7
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FlashCopy - blokkok

Blokktabla

|d6pontok

iras t2

iras t2

Osszes blokkszam

Delta (flashcopy
inkrementum)

/J ( BME VIK TMIT
—

T1

BO
Bl
B2
B3
B4
BS
B6
B7

T2

BO>B8
Bl
B2>B9
B3
B4
B5
B6
B7

T3
B8

B9
B3
B4
BS
B6
B7

Flashcopy
tabla

F1

BO

Bl

B2

B3

B4

B5

B6

B7

8
Latszolagos
Volume A

F2

B8
Bl

B3
B4
BS
B6
B7
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FlashCopy - blokkok

Blokktabla

|d6pontok

iras t2

iras t2

Osszes blokkszam

Delta (flashcopy
inkrementum)

/J ( BME VIK TMIT
—

T1

BO
Bl
B2
B3
B4
BS
B6
B7

T2

BO>B8
Bl
B2>B9
B3
B4
B5
B6
B7

T3
B8

B9
B3
B4
BS
B6
B7

Flashcopy
tabla

F1

BO

Bl

B2

B3

B4

B5

B6

B7

8
Latszolagos
Volume A

F2

B8
Bl
B9
B3
B4
BS
B6
B7
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FlashCopy - blokkok

Blokktabla

|d6pontok

iras t2

iras t2

Osszes blokkszam

Delta (flashcopy
inkrementum)

/J ( BME VIK TMIT
—

T1

BO
Bl
B2
B3
B4
BS
B6
B7

T2 T3
BO>B8 B8
Bl

B2>B9 B9
B3 B3
B4 B4
B5 B5
B6 B6
B7 B7

10

Flashcopy
tabla

F1

BO

Bl

B2

B3

B4

B5

B6

B7

8
Latszolagos
Volume A

F2

B8
Bl
B9
B3
B4
BS
B6
B7
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F3
B8

B9
B3
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BS
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B7
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FlashCopy - blokkok

Blokktabla

|d6pontok

iras t2

iras t2

Osszes blokkszam

Delta (flashcopy
inkrementum)

/J ( BME VIK TMIT
—

T1

BO
Bl
B2
B3
B4
BS
B6
B7

T2 T3
BO>B8 B8
Bl
B2>B9 B9
B3 B3
B4 B4
B5 B5
B6 B6
B7 B7
10
2

Flashcopy
tabla

F1

BO

Bl

B2

B3

B4

B5

B6

B7

8
Latszolagos
Volume A

F2

B8
Bl
B9
B3
B4
BS
B6
B7
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FlashCopy - blokkok

Blokktabla

|d6pontok

iras t2

iras t2

Osszes blokkszam

Delta (flashcopy
inkrementum)

/J ( BME VIK TMIT
—

T1

BO
Bl
B2
B3
B4
BS
B6
B7

T2 T3
BO>B8 B8
Bl
B2>B9 B9
B3 B3
B4 B4
B5 B5
B6 B6
B7 B7
10
2

Flashcopy
tabla

F1

BO

Bl

B2

B3

B4

B5

B6

B7

8
Latszolagos
Volume A

F2

B8
Bl
B9
B3
B4
BS
B6
B7
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FlashCopy - blokkok

Blokktabla

|d6pontok

iras t2
iras t3
iras t2

Osszes blokkszam

Delta (flashcopy
inkrementum)

/J ( BME VIK TMIT
_—

T1

BO
Bl
B2
B3
B4
BS
B6
B7

T2 T3
BO>B8 B8
Bl B1>B10
B2>B9 B9
B3 B3
B4 B4
B5 B5
B6 B6
B7 B7

10

2

Flashcopy
tabla

F1

BO

Bl

B2

B3

B4

B5

B6

B7

8
Latszolagos
Volume A

F2

B8
Bl
B9
B3
B4
BS
B6
B7
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FlashCopy - blokkok

Flashcopy
Blokktabla tabla
|dépontok T1 T2 T3 F1 F2 F3
Iras t2 BO BO>BS B8 BO B8 B8
ras t3 B1 B1 B1>B10 B1 B1 B10
Iras t2 B2 B2>B9 B9 B2 B9 B9
B3 B3 B3 B3 B3 B3
B4 B4 B4 B4 B4 B4
B5 B5 B5 B5 B5 B5
B6 B6 B6 B6 B6 B6
B7 B7 B7 B7 B7 B7
Osszes blokkszam 8 10 8 8 8
Delta (flashcopy Latszolagos
inkrementum) 2 Volume A B
i) ( BME VIK TMIT Informacios rendszerek Uzemeltetése 89




FlashCopy - blokkok

Flashcopy
Blokktabla tabla
|dépontok T1 T2 T3 F1 F2 F3
Iras t2 BO BO>BS B8 BO B8 B8
ras t3 B1 B1 B1>B10 B1 B1 B10
Iras t2 B2 B2>B9 B9 B2 B9 B9
B3 B3 B3 B3 B3 B3
B4 B4 B4 B4 B4 B4
B5 B5 B5 B5 B5 B5
B6 B6 B6 B6 B6 B6
B7 B7 B7 B7 B7 B7
Osszes blokkszam 8 10 11 8 8 8
Delta (flashcopy Latszolagos
inkrementum) 2 3 Volume A B
i) ( BME VIK TMIT Informacios rendszerek Uzemeltetése 90




FlashCopy - blokkok

Blokktabla

|d6pontok

iras t2
iras t3
iras t2

Osszes blokkszam

Delta (flashcopy
inkrementum)

/J ( BME VIK TMIT
_—

T1

BO
Bl
B2
B3
B4
BS
B6
B7

Flashcopy
tabla
T2 T3 F1
BO>B8 B8 BO
Bl B1>B10 Bl
B2>B9 B9 B2
B3 B3 B3
B4 B4 B4
B5 B5 B5
B6 B6 B6
B7 B7 B7
10 11 8
Latszolagos
2 3 Volume A

F2

B8
Bl
B9
B3
B4
BS
B6
B7

Informacios rendszerek Uzemeltetése
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Tarterulet virtualizacio

* A virtualizacio olyan technoldgia, amely lehet6vé
teszi, hogy bizonyos eroforrasok mas
eroforrasoknak tlnjenek, lehetdleg kedvezobb
tulajdonsagokkal

A virtualizacio jellemz6en elfedi a hattér-rendszer
komplexitasat, és uj, hatekonyabb funkciokat
biztosit a hatter-rendszer szolgaltatasara epitve

* A virtualizacio a rendszer kulonbozo retegeiben
valosithato meg

/\) ( BME VIK TMIT
A
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Tarolo virtualizacio

* A virtualizalé6 motor
(Virtual Engine or
Virtualization Appliance)
elfedi a diszkek
kulonbozGseget
— fordit” a ket formatum

kozott

— diszkek megoszthatok
* nO a kihasznalas

— diszkek cseréje, ;
modositasa nem IatSZ|k
a szerver szamara

/\) ( BME VIK TMIT
AN

V|rtual
: Volumes

Heterogeneous
Physical
: Storage
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Virtualizald motor mukodeése

« Meta-data

— tkp. egy 0sszerendelési
tablazat a logikai — fizikai cim
kozott

 Szerver: LUN=1, LBA=32

— LBA Logical Block Address

« VM: tablazatbdl, ez megfelel
a fizikai LUN=4, LBA=0
cimnek

 Elkéri az adatot a fizikai
diszktol

* A megkapott adatot ugy
tovabbitja a szervernek, =
mintha az a LUN=1, LBA= 32

cimrol érkezett volna

/\) ( BME VIK TMIT
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Servers

; : Virtual
: Volumes

Heterogeneous
¢ Physical
: Storage
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Virtualizacio konfiguracio — in-band

* Virtualizald motor az
adatutban

— nincs szukseg kulon
szoftverre a szerveren

— de lassabb, mert az
adat atmegy a VM-en

Storage
Network

/\) ( BME VIK TMIT
2 N




Virtualizacio konfiguracio — out-of-band

e A vezérlés és az
adatut elvalik

— a szerveren kulon
szoftver kell:

» el6szor lekérdezi az
adat fizikai helyét a VM-
tél

* majd kozvetlenul eléri
az adatot

— gyorsabb az
adatatvitel, mert nincs
az adatutban semmi

/\) ( BME VIK TMIT
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BlokkszintO virtualizacio

* LUN (ktlonbozo * Virtualis LUN-ok, amelyek ugy
gyartok, kulonboz6 tinnek, mintha egy gyarto egy
tipusai) tipusa lennének

 Tipikusan fix méret( * A mérete dinamikusan
csokkenthet6 es novelhet6

 Kulonbozo6 szallitoi « Kbzponti menedzsment, egységes
feluletek konfiguracio,  fellletek és szolgaltatasok
és copy szolgaltatasok

« Nehéz a migracié az uj * Migracio az alkalmazasok
technologlakra zavarasa nélkul
/J( BME VIK TMIT i
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Virtualizacio szintjel
* Blokkszinth virtualizacio

— eddig errol volt sz6

— a szerver egy adott adatblokkhoz akar
hozzaférni

—aminek ismeri a (logikai) cimet
* Fajlszintl virtualizacio
— egy kliens/host egy fajlt szeretne eléerni egy
adott fajlszerveren

— tudnia kell, hogy melyiken

/\) ( BME VIK TMIT
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Fajlszintu virtualizacio

* Fajlszintl virtualizacio
nelkul
— egy kliens/host egy

fajlt szeretne elérni
egy adott fajlszerveren

— tudnia kell, hogy
melyiken

— lehet, hogy az egyik
szerver tele, a masik
ures

— fajl mozgatas érinti a
Klienst is

&

/J ( BME VIK TMIT
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File
Server

Storage
Array

File
Server

File Sharing Environment
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Fajlszintl virtualizacio
 Virtualizalt fajlszerver
— a kliensnek nem kell —

tudni, melyik fizikal l—é ] "'Jv :4::-_4, |
szerveren van a fajl / T / 5 \ \

- egyszerl’jbb Virtualization Appllance

» terhelésmegosztas
« fajlmozgatas
* Dbovites

) I File Storage File
Cloud computing Stk b o
File Sharing Environment
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Adatatvitel a felh6be

 |dO...

* Adathordozon

* 100 petabajt
— Filmarchivum
— NASA archivum
— 2000 ev mp3

— 200x az emberiseg
génallomanya
— Akar évekig tart a feltoltes neten keresztul
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Adattarolo halozatok menedzsmentje

* Néhany kerdeés, amit nem egyszer(
megvalaszolni:
— Milyen az aktualis tarterulet foglaltsag?
— Mi miatt novekedik legjobban a felhasznalt terulet?
— Hogy lehet a tarterulet novekedést prognosztizalni?
— A tarolt adatok hanyadrésze ertéktelen?
— Mely rendszereket kell el6szor migralni?

— Tarterulet, tarolo eszkoz leltar hogyan valosithato
meg?
— A leallasok kozul mi vezethet6 vissza tarolasi okokra?

— Tarterulet hasznalati szabalyok hogyan
definialhatoak, €és hogyan tartathatoak be?
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A tarolo eroforras menedzsment fobb
leépeései (Storage Resource Management)

srojp el Taroloeszkoz
370Nositas

Elorejelzés trende
alapjan

elorejelzés
S92

Adattarola
kontroll
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« Azonositas

— Eszkoz
— Lefogla

—Miaz a
kapacitas kihasznalas

eltar
t teruletek

kKtualis

— Van-e kritikus
fajlrendszer?

— Allokalt, de nem
hasznalt teruletek
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Firevat

SRM Server: svdw1098

Elem

File View Connection Prefersnces Window Help

SRM megoldas (1)

=101

el B| & x| o

IBM Tivoli SRM

-1 -Administrative Services
Senvices

Agents

Configuration

=1 1BM Tivoli SRM

=i-My Reports

71 Gystem Reporis
+-gcOmxc's Reports:
+1-Batch Reports

2}

Toups

# Profiles

Alerting

71-Computer Alerts
+-Storage Subsystem Ale|
#-Filesystem Alerts

#1 Directory Alerts

i1 -Alert Log

‘Policy Management
Quotas

o

m

Cycle Panals|

Enterprise-wide Summary as of 4/28/03 10:56 AM

Refresh

Enterprise-wide Sumnmary

Filesystem Used Space

Constraints
Scheduled Actions
porting

+ -Asset

+I-Storage Subsystems
+1 -Awailability
H-Capacity

< -Usage

71-Usage Violations

+ - Backup

-1-IBM Tivoli SRM for Databases
E-My Reports

+-System Reports
“-gdcOmac's Reports
71 Batch Reports

Filesystem Capacity ~ 75.84 T8
Filesystem Used Space 25.40 T8
Filesystem Free Space  49.36 T8
Disk Capacity 128.58 7B
Disk Unallocated Space 20.78 T8
Monitored Servers 1,035 (61 are down)
Unmonitored Servers 2,835
Users 12,871
Disks 13,960
Filesystems 15,209
Directories 42,342,665
Files 334,262,670 Network-wide
M Used Space [ Free Space
Usgers Consuming the Most Space e i) ety Sy
0 16278 35478 546TH | OSType Number Filesystem Disk
Capacity Capacity
Windows NT 315 2017TH 20867
Windows 2000 184 1617TH 187978
Solaris 486 37.16TH 1033378
Linux 0 i i
HP-UX 0 i i
e AIX 50 235TB BATTE
Oroot
Dlooms Netware 0 i i
Clnatest Network Appliance 0 i i
Weybase Other NAS 0 i i
Mappimar Unknown 0 i i
Hnoes2
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SRM megoldas (2)
» Ertékelés (adat

TrelliSoft Serve oft.Most Dbsolete Files

wZs-prod1 — Trel

~1ol x|

/ 4 V 4
File View Connection Prefersnces Window Help
0SZ1alyoZas ESEE
& Administrative Services ~{ | setection Computers |
1 My Reports Most Obsolete Files By Camputer Number of Rows: 070
y n r n Y 4 n Yl 4 4 D‘Sk%‘:"r‘;x Access Time Computer |Filesystem | Path Physical Size v
F a I e S ko n Vta r SZ I n tu Mot at Risk Files [G]Jun 12,2002 82517 A |w2s-prod Fr Program Files/ExchamviMDBDATAPUL T sim 380.01 Mb :|
— Most Obsolete Files [&|aun 12, 200282517 AM  w2s-progt Fr Program Files/ExchsrriMDBDATAPULT . edh 371.07 Wb
J y ~Oldest Orphaned Fil || [5] [n 16, 2002 20944 PM | w2s-web2 £ dvd_outMaskout! av 34133 Mb
Sluraie Arcess Tim E Jun 16, 2002 2:10:59 PW w2 s-uwehl Ex dvd_outiflaskOut? awi 33595 Mib
L4 - - Storage Capacity 5[ Jun 10, 2002 256,16 AN wZs-wsm cr pagefile.sys 256.00 Wb
Storage Modification | | [5][iun 14, 2002 11:12:63 AM w2s-weh2 Ed Program FilesMicrosoft SGL ServerMSSQLDatait, 121.00 Mb
L?:lmm“wmam [Sl[aun 12,2002 3:25.18AM | w2s-prod Ed Frogram Files/ExchsnviiStorage Group ZiMailbox St 42.01 Wb
UserSpace Usage | | [O4Apr 20,2002 120120 PM | hp11-B4b trellisofl com /DBEMS sybase/ASE-12_Sibinidiagserver 28.65 Wb
Wiasted Space @ Jun 14,2002 110818 AM  w2s-web2 =] Program Filesiicrosofl SGL ServermSSQUDataty, 20.00 hib
Ei.;’:‘i:e::;,i:‘;pms @ Jun 14, 2002 11:01:31 AM | w2s-weh2 Ex Program FilesMicrosot SAL ServerMSsSaLDatarg, 13.94 Wb
Hor [GEl[Jun 14, 2002 105855 AW |w2s-weh2 Ed Program FilesMicrason SOL ServermssoLDatair| 10.75 Wb
— Feleslegesen foalalt : Bhoommsen o o i e
E [Bl[Jun 11,2002 158:01 FM__|was-bh Gr test1 0000Kfle007 bt 10.21 Wb
& [0 |may 21, 2002 8:33:41 AM | nts-dev Ed MSSQLT/Dataimaster. mdf .68 Mb
Y 4 m B4 B|Jun 12, 200282518 A |w2s-prodt ] Program Files/ExchsmriStorage Group 2iailbox St 9.01 Mb
[-Profiles || B may 21, 2002 933:45 A |nts-gewt Ex MSSQL7IDAtaTEMP DB MDF 5.00 Wb
a r e r u e e []-Cur:puler Alerts @ Jun 14,2002 11:01:45 AM  wl2s-wehl Ex Program FilesmMicrosoft SOL ServerMSSQUDatang) 8.00 Mh
El-Filesystem Alerts B[ may 21, 2002 9:33:37 AW ts- et Ed MISQLTIDAtaim s datata.mr 7.50 M
g_“:::ﬁ‘:;’“'“"s Gl [May 18, 2002 12:07:23 A na-720.trellisoftcom | Aolival2 musici DCC - I'm NotIn Leve.Mp3 6.89 b
4 L4 5 Policy [Gl[~pr 20,2002 12:01:08 PM__|hp11-844 trellisoft com 1DBMS sybase/ASE-12_sibinidiaghs 6.87 Mb
-Quotas [Bl|uun 11,2002 1:58:01 FM |w2s-bh o test1 0000KTleDB0.bt 6.25 Mb
a ZO n O S I a S a E-Network Appliance Que | [ [.iun 11,2002 156.01 PM | w2s-bh Gf testi1 0000KTle270.bt £.25 Mb
S gz:z‘d':l'::lsﬂﬂiﬂns @ Jun 11,2002 1:58:01 Pm w2s-hity G test10000kAle030 bt B.25 hib
= il @ Jun 11, 2002 1:58:01 PM WS-ty G test1 0000KAla361 bt B6.25 Mh
4 r 4 g :\s:::;h'ny S| Jun 11,2002 1:56:01 P w2s-bh G te3ti1 0000KfI2 360.5¢ 5.25 Mb
A = Copatity GEl[un 11,2002 1:58:01 FM_ (washh o test1 0000Kfle080.bd 6.25 Mb
— rva re I n e I I I &-Usage Bllun 11,2002 16801 FM_ |w2s-bh Gr test1 0000Kfle1 80.bt 6.5 Mi'_l
b ) b ) L lIsane s 2
|Page 2 Sec 1 272 At 1" lni col2 E i Ea R E: |

hasznalt, duplikalt
allomanyok
azonositasa
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SRM megoldas (3)

* Vezeérles
— Kozponti riasztasi
rendszer
— Kvotakezelés

— Automatikus

TSNS TN
[ st Tovh Aot il L ommtr vt gt jied

Pl Wew  Uoeneciun Prewmnmes srcys Hap

=|=] B 8] x| o]
rmnagnﬂma
M [ods SHM =
A Adminisdearim SRnacas
= EM Thwll SRM
< My Hepunls
1 Mnnitring
F-Akrting
| Puliy Marraguimud
“ Qumas
=-Heework Applance Ouotas
Coeesh anlby
“heliQphansd Tl Canctait
| ThzliEal Fle Cansysim
re Ak wimlo: | e Conssrd
feradasd Womn tetan
|| sberzdin Lzt 163
i L=t v SUUML 0150
ceank sl ask mo, cld Flas
CreckJot 1ad Fles
5 CLUNSEL R R N
ceaak st e Fliss
| areneckJst me Fles
rEnb Uzl gru Nies
seegaek Jst Gr Fliss
| wreneckJst kg Fles
SEIRCNE (L1

rEdn Convstramt > List tmp Flcs:
Sresloe &R rama | sl dmag Tlas
Jeyenplun |

Triggng Condion
SzodHo
l'.l'-alnq Flea Zoengiumn: Moea Tha

Tiimpn el At
[ ENWF T-a2
Y TzC2nn
[T Lazin ol
[ adoms Foane Lo

¥ Ry Sorpl Chang

T Ema

valaszakciok inditasa

— A menedzsment
funkciok

automatizalhatdoak
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Flnsystcames | Fle Tyues | Users | Opdans Mﬂﬂl

i
vt Reamu: (Lo wl=_UWI I iwd
Welirra1n Ruse 1ing= na coevgutan v

Suopl Purameiy =
1= sromp.ters
£2= <mz.nl pint
£3- =uzage~she-des gnanar
Fa= cvpahndethedrzqnanre
19 = pmpar bk b
4= sauklrglie-ums
7= cuzer
£3- =uzarcounl-
£ = <IERRERE
L10= wigckflu=e
11 = =kcksulngsness
£12= Ak alvaldng cone s

T EmIemars o ol may be sppecded
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SRM megoldas (4)

 Trellisoft Server: w2s-web2 — Filesystem v By Filesysi
F efere Window Help
r !_E> I— I— I— o

Elorejelzes e

| ﬁ s h:'@mmm oo
— Leggyorsabban
novekvo

felnasznalok, i g&
fajlrendszerek,

adatbazis tablak.

smcpeek.Production OS Drives

— Trendek azonositasa, :
és elOrejelzes
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SAN menedzsment eszkoz

6 f6 funkcio
— Topologia terkep
(redundancia)
— Monitoring
— Kozponti esemény-fellugyelet
és riasztas
— Kozponti alkalmazas inditas

— Hibadetektalas és
elorejelzeés, kikuszoboles

— Zona kontroll
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